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The advanced approach to modeling the logistic regression with fractional polynomials is applied in place of the 
traditional linear predictors to group the continuous covariates for the healthcare dataset. The real-life data 
obtained from the 500 of diabetic patients in northwestern Nigeria. The statistical modeling and predictions of 
finding the group covariates analytically based on the patients’ variables, age and the occupation, by the theories 

of “Royston and Altman” and “Royston and Sauerbrei”. The algorithm in terms of the selection for key factors 
with the properties congregates at ϕ (3, 3) with the deviance ratio of 113.00 and the log likelihood assessment of 
-56.50 for the model results of patients’ age. For the patients’ occupation, the algorithm for the key factors with 

extensive outcomes converged at ϕ (-2, 3) with the deviance ratio of 111.36 and the log likelihood assessment of 
-56.43. The analysis modeling approach for the second standard method with the fractional polynomials provides 
the excellent results on the healthcare dataset to investigate the diabetic status. The method is also sufficient for 
the metadata of different disease because it produces the minimum deviance and maximum log likelihood values.  
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Introduction 
 
In the immense rising field of inclusive studies 
like medicines, preventive healthcare, and many 
countless others, it became very significant to 
accurately predict the binary variable response 
or in the required probability of frequent 
occurrence of basic values. Therefore, in the 
binary supervised learning, it is an ultimate goal 
to predict, how to carefully distinguish between 
the two privileged classes of 0 and 1 or in 

variable classes X and Y on the base of predictor 
variables like (k), which is called the covariates 
[1]. The modeling of logistic regression (LR) was 
used in statistics from several years and recently 
it became the widespread study on objects in the 
environment of machine learning. The statistical 
tool strengthens the desires of modeling the 
probabilities of privileged classes and 
observations by linear functions of key variables. 
The approach in flattening the relationship of 
variables is under on calculations. And 
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sometimes these relationships are however 
defined unknown because the study of statistics 
is involved in the comparative analysis of one or 
more variables data. The multiples of LR analysis 
were used to smoothen the model for datasets, 
which may involve the linear terms of covariates. 
By the studies, the conscious choices of 
developing an appropriate model are based on 
the ordinary linear effects, but still, the linearity 
postulations are debatable [2, 3]. According to 
Royston and Sauerbrei et al. the primary active 
users for the multiple regressions or covariance 
analysis was adopting the linear terms of 
covariates in datasets [4, 5]. Incoherent words 
for each, covariate (X) appears prominent in the 
specific models as the linear term of βX. The 
specific model used for extended quadratic 
terms if the curving relation by variables X and Y 
have expected. 
 
In studies of practical applications, the preferred 
choice for the linear quadratic was concluded 
with cubic and higher order polynomials, which 
were used rarely [4]. It has proven that the 
conventional lower level polynomials do not 
properly fit on the dataset instead of the higher 
order polynomials to experience an issue in 
dynamic ranges of X according to the Royston 
and Altman et al. [6]. They have stated that the 
standard models with more than one X variables 
are difficult in accurately valuing the divine 
powers. It is unnecessary to evaluate the 
intellectual powers because the gleaming 
surface is usually flat sometimes and on 
maximum, although Y variable is not being linear 
in Xp. Though LR model is useful, it still drives the 
difficulties on the assessment and analysis of 
classification to accurately measure the 
assumptions of linear effects of covariates of real 
problems.  
 
Various researchers present the work on data 
analysis, classification, and forecast predictions 
upon the datasets related to various modern 
industries such as Tingley et al. introduced the 
Bayesian regression methodology for inferior 
dimensional functions with amicable relations 
and horizontal effects, affectionately called 

BWISE [7]. From the study, the specific model of 
Bayesian regression suited well to smooth the 
data in case of standard deviations from 
linearity. Another simplified approach for the 
multiple nonlinear regression methods is MARS 
[8], while the specific number of one-
dimensional spline functions proved the 
essential functionality. In MARS, the essential 
functions become added during the learning 
process by involving modern techniques called 
sequential forward selection. From another 
point of view, LR has enriched considerable 
popularity in the modern machine learning 
environments to forecast the standard models 
for predictions due to the intimate relations with 
established techniques such as Support Vector 
Machine (SVM), AdaBoost M1, Artificial Neural 
Networks (ANN), and others [9–11]. Sohail et al. 
resembled the SVM and LR to diminish the loss 
functions in datasets and showed that the loss 
functions of LR can have a good approach by 
seeking the SVMN multiple knots of support 
vector machine [12]. Ayyildiaz et al. mentioned 
the possible scenario of SVM and LR by 
comparing their loss function for group 
covariates [13]. Gong Wei et al. explained the 
considerable disparity of LR relation with 
efficient AdaBoost algorithms to stabilize the 
probability scattering model [14]. Many other 
researchers showed the different ways in the 
assessment of group covariates. They used LR, 
Neural Networks, and others. The studies show 
some other approaches to astound the 
dimensionality curse, which represents the sum 
of dimensional functions [15–17]. 
 
The objective of this revised study [18] is to 
obtain the assessment of group covariates on 
healthcare dataset by linear regression modeling 
through the fractional polynomial approach. This 
study utilizes the model theories of “Royston and 
Altman” and “Royston and Sauerbrei” to test on 
the healthcare dataset, instead of the traditional 
linear predictor of linear regression to group the 
continuous covariates. The healthcare record of 
diabetes patients was obtained from 
northwestern Nigeria. Only three variables were 
examined to find the correlation between them 
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including “AGE, Occupation, and Diabetes 
Mellitus Types,” Initially, the polynomial 
fractional regression (PFR) model was 
considered for analysis of the group continuous 
covariates by estimating the power terms to the 
small-predefined set of unique integers and non-
integer values on the statistical package 
platform of STATA (12.0). Moreover, STATA 
analyses were used on the R statistical 
programming platform (5.3.1) to present the 
canonical correlation status assessment 
between the three selected variables.  
 
 

Materials and Methods 
 
Data collection 
The dataset of diabetic patients obtained from 
northwestern Nigeria includes healthy and 
unhealthy diets patient. All procedures 
performed in this study were in accordance with 
the ethical standards of the institutional 
research committee and with the 1964 official 
Helsinki declaration and its more recent 
amendments or comparable ethical standards. 
 
Model analytical platform 
The proposed model framework is shown in the 
Figure 1, which includes three stages of data 
collection, attribute selection, and modeling. 
Stage one describes about the collection of data. 
Stage two presents the process of features 
selection. Stage three shows the modeling 
phase. 
 
Data preprocessing 
The collection of real-life patients’ data was 
obtained by questionnaire designs and verbal 
interviews held by consulting medical specialists 
from 1,257 diabetic patients (healthy and 
unhealthy from age of 15 to 87 years old with 
104 variables from Abdullahi Wase Specialist 
Hospital and Ajingi General Hospital from 2017 
to 2018). For the correlation analysis in studies, 
we used three major attributes “Age, 
Occupation, and Diabetes Mellitus Type”. Out of 
1,257 records, 757 records were removed 

because of missing values in variables. 500 
records were utilized in the analysis. 
 
Dataset classification is a modern technique, 
which is used to correctly assign the class labels 
to a dataset. There are two significant types of 
standard classifications [9-11]. Supervised 
learning is the dataset which the class label is 
known in advance. Training data is the set of 
accurate records which ordinarily have in 
common multi attributes including predefined 
class. In this scenario, the model is built up as the 
training dataset, while the model is used to 
assign the privileged classes to the testing 
dataset. Mostly in diabetes data and other 
disease data, the datasets are based on 
supervised learning because either the reliable 
data is gathered manually like in this research or 
from the artificial repository databases with the 
class is defined as tested positive or tested 
negative. Data pre-processing has the quality of 
effect on prediction results. In other words, pre-
processing plays a major role. In our model, we 
used optimization method to the dataset by 
analyzing each attribute for our variables. 
Because the number of dependencies has little 
relations, we changed the nominal attributes to 
numeric attribute with value 0 as ‘No’ and 1 as 
‘Yes’ for the diabetes patients. The occupation 
status of patients has converted into four sets of 
numeric values. Hence, the complexity of data 
was reduced. After the above processing, the 
values of the dataset were changed into values 
of 0 and 1 by equation (1), where x ’ is the 
average value and s representing the standard 
deviation for variables. 
 

𝑣𝑎𝑙𝑢𝑒𝑠 =
𝑣𝑎𝑙𝑢𝑒−𝑥′

𝑠
             (1) 

 

The variables, which were considered to conduct 
experiment in this study by LR, are Age, Diabetes 
Type, and Occupation as shown in Figure 2. 
These variables are dependent by nature as 
default and independent in values. STATA (12.0) 
was utilized firstly to check the group covariates 
according  to  “Royston and Altman”  theory.  In 
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Figure 1. The flow structure of the methodology.  

 
 

 
Figure 2. The attribute detail utilized in the research. 
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addition, we used the R programming package 
for the presentation of the variable correlations 
because R production and illustration is easy to 
understand for the readers. 
 
Model competencies 
It is extremely important to measure the model 
precisely to prove the moral validity and 
operational capabilities. The assessments 
observed as an evidence to promote the 
acceptance and usability ratio of model. The 
model adequacy and capability can be measured 
by R2 as the complex coefficient of accurate 
determination. The determination of 
measurement accountability is the considerable 
number of variations in the accurate data by LR 
model. In addition, we used R2-adjusted as 
necessary adjustment of coefficient 
determination, R2-press as the predictions error 
rate in sufficient sum of squares, and R2-
predicition as accurate predictions of coefficient 
determination. Royston and Altman et al. tested 
the deviance and likelihood methodology in 
terms of selecting the fractional polynomial 
models. The result showed that the small 
deviance with the large log likelihood values 
proved the best fit to the results [6]. They 
prolonged the deviance method to deviance the 
two fractional polynomials (FP) in terms of gain 
(G). Moreover, they delivered that if the 
standard model presents the large gain, it means 
it is the best fit on the dataset for results. 
 
Initially, our work adopts the model adequacy 
method for deviance, gain (G), and logs 
likelihood functions because it receives 
straightforward interpretations by the help of 
Stata software. Furthermore, model 
demonstrates the correlation between selected 
variables obtained by R programming for the 
more proper understanding. 
 
Logistic regression 
The way to generalize the linear model GLM is 
LR, which concerned with the binary model 
reactions. The multiple LR models emphasize 
with the covariates x1, x2, x3 … xn to measure the 

probability p for the binary events of interest y 
by the equation (2). 
 

𝑙𝑜𝑔𝑖𝑡(𝑝) =
𝑝

1−𝑝
= 𝛽0 +∑ 𝛽𝑗

𝑛
𝑗=1 𝑥𝑗      (2) 

 

Where P/(1-P) is the odd events, if in case the y 

has the values of 0 and 1 for an event and non-

event than y adopts the Bernoulli distribution 

method to measure the parameters of 

probabilities with values of p. Let’s consider that 

the values of binary outcome variable are y and 

vector (x = 1, x1, x2, x3 … xn) of the covariant for 

each individual N, while we have the hypothesis 

for the input vectors contains the perpetual 

value 1 for interception. We code the two 

classification classes as 0 and 1 represented by 

yi, while yi has the values 1 and 0 for the first and 

second class. Let’s represent the conditional 

probability p, which is associated with the first 

class and represent with the equation (3). 

 

𝑙𝑜𝑔𝑖𝑡(𝑝) = ln(
𝑝

1−𝑝
) = 𝑓(𝑥,𝛽) = 𝛽𝑡𝑥      (3) 

 

Where β represents the coefficient vector model 

with values (β0, β1, β2 … βn) and βt represents as 

a transpose vector. This simple calculation in the 

above equation shows the occurrence of 

probability in functions of covariates for an event 

of nonlinear as represented in equation (4). The 

function of conditional probability is known by 

the optimal decision as shown in equation (5). 

 

𝑝(𝑥;𝛽) =
𝑒𝛽

𝑡𝑥

1+𝑒𝛽
𝑡𝑥

    (4) 

 

𝑟(𝑥) = sin{ ln⁡(
𝑝

1−𝑝
)}    (5) 

 

Fractional polynomials 

The functions in FP are flexible as compared to 

the standard polynomial functions [4, 5]. The FP 

has the desire to cut down the points and used 



Journal of Biotech Research [ISSN: 1944-3285] 2019; 10: 116-125 

 

121 

 

by the regression models in order to keep fitting 

the non-linear functions. In this study with 

diabetes dataset, FP was defined with the degree 

m by equation (6). 

 

∅𝑚(𝑥; 𝜉; 𝑝) = 𝜉0 +∑ 𝜉𝑗
𝑚
𝑗=1 𝑥𝑝𝑗          (6) 

 

Where m is the positive integer, p is the values 

as (p1, p2, p3, … pm) containing the powers in the 

real vector values (p1 < ⋯ < pm), and ξ is the 

coefficients of real values which are (ξ0, ξ1, ξ2, … 

ξm). The round brackets have an approach which 

brings the alteration of Box-Tidwell [6]. Royston 

and Altman mentioned the extension of above 

equation in terms of equal powers, which are (m 

> 1) and (pi = pj) in order to perform the distant 

indices for at least one pair (i, j), while (1 ≤ i and 

j ≤ m). For if m = 2, (i, j) = (1, 2), p will be indicated 

with the (p1, p1). As we have the equation (7) for 

the FP of degree 1 instead of 2, the p2 will have 

the limit as compared to the p1, which is 

mentioned in equations (8) and (9) and is proved 

by the equation (10). Equation (10) indicates the 

family curve with three parameters for the 

dataset, while m > 2 and (p1 = ⋯ = pm), which is 

articulated as an equation (11) to specify the 

subjective powers of (p1 ≤ p2 ≤ ⋯ ≤ pm). We have 

set d0 (x) = 1, p0 = 0, which has to be expressed in 

extended definition as shown in equation (12), 

where values of j equal to (1 … m) and are 

expressed in equation (13). 

 

𝜙2(𝑥; ⁡𝜉; 𝑝) = 𝜉0 + (𝜉1 + 𝜉2)𝑥
𝑝1   (7) 

 
𝜉0+𝜉1𝑥

𝑝1(𝑥𝑝2−𝑝1−1)

𝑝2−𝑝1
                  (8) 

 

𝜉0 + 𝜉1𝑥
𝑝1+ 𝜉2𝑥

𝑝1 log𝑥 𝐼𝑡𝑝2−𝑝1𝑥
(𝑝2−𝑝1)−1 =

𝑥−1 = log 𝑥                                (9) 

 

𝜉0 + 𝜉1𝑥
𝑝1+ 𝜉2𝑥

𝑝1 log𝑥    (10) 

 

𝜉0 + 𝜉1𝑥
𝑝1+ ∑ 𝜉𝑗𝑥

𝑝1𝑚
𝑗=2 log𝑥𝑗−1   (11) 

 

𝜙𝑚(𝑥; ⁡𝜉, 𝑝) = ∑ 𝜉𝑗𝐻𝑗(𝑥)
𝑚
𝑗=0     (12) 

 

𝐻𝑗(𝑥) = {
𝑥𝑝𝑗⁡⁡⁡(𝑖𝑓⁡𝑝𝑗 ≠ 𝑝𝑗−1)

𝐻𝑗−1(𝑥) log𝑥 ⁡(𝑖𝑓⁡𝑝𝑗 = 𝑝𝑗−1)
  (13) 

 

The repeated relationship for Hj (x) in relation 

with Hj-1 (x) is the depiction of functional parts, 

when pj = pj-1 and compares the fractional 

polynomials straight for the diabetes dataset. In 

addition, the H (x) can be represented as a vector 

function as (H0, H1, H2, … Hm), which is the most 

appropriate classification of polynomial fractions 

of m degree. 

 

 
Results and Discussion 

 
The deviance measurement evaluates the 
capability of methodology in the dataset and 
models. In our proposed situation, the 
parameters of μ has to be expressed as the log 
likelihood which ratio is represented by the 
equation (14). 
 
𝐷 ∗ (𝑦𝜇′) = −2(log(𝜇′ ;𝑦) − log(𝜇𝑚𝑎𝑥

′ ; 𝑦)      (14) 

 

Where log (μ’; y) represents the log likelihood of 

the proposed method and log (μ’max; y) expresses 

the log likelihood of the maximum capacity of 

the accomplished model. In terms of 

generalizing linear model (GLM), their deviance 

can be scaled and measured as the equation 

(15). 

 

𝐷 ∗ (𝑦;⁡𝜇′) =
1

𝜙
𝐷(𝑦;⁡𝜇′)                 (15) 

 

Where D ∗  (y; μ’) represents the residual 

deviance of methodology and evolves the sum of 

discrete deviance assistances. ϕ is uttered as 

scattering parameter. 



Journal of Biotech Research [ISSN: 1944-3285] 2019; 10: 116-125 

 

122 

 

Table 1. The outcomes and consideration assessment of patients’ variable “Age and Occupation” by diabetic status.  

 

Variables Odd ratios (OR) Error rate P- value 

95% Confident interval 

Lower bound Upper bound 

Grouped Age 1 0.78 0.011 0.286 0.58 1.17 

Grouped Age 2 1.00 0.100 0.215 0.875 1.20 

Occupation status 0.406 0.100 0.011 * 0.386 0.78 

Constant 2.173 0.57 0.001 * 1.13 4.03 1 

1The results of LR by utilizing FP method and OR of the algorithm for group covariates of patients “Age and Occupation” with p restige of diabetes. 
When age should be static at the level of 5% in the connotation, occupation with the coefficient of 0.78 will be noteworthy with the probability 
value of 0.011. The algorithm for selective variables with significance has effect to be covered with the deviance for the st andard model with 
moral values of 113.00. This deviance value possesses the most divine powers for the grouped age model, which is precisely (3, 3) and represents 
the intellectual power of covariates in the standard model at which the algorithm has been covered with the log likelihood ra tio of -56.50 and 𝑥2  
moral value of 8.11 with probability value of 0.03. 

 

According to Royston and Altman [11], the 

power vector (p~ = (p1~, p2~, p3~, … pm~) for m is 

associated with the method of uppermost 

likelihood and is also correspondent with the 

inferior deviance D. In that case, the p~ can be 

acted as the concentrated estimate likelihood 

MLE of p over the constrained parameters of 

plot, which is centered by S. And in the model, 

the convenient use of deviance D (1, 1) is 

concomitant with the conservative model line of 

ϕ1 (x; 1), which is (m = 1, p = 1) heroic as the base 

lines of reporting deviance of other replicas. 

Hence, the gain (G) for the model can be 

expressed on a dataset as the deviance for ϕ1 (x; 

1) and is represented as the equation (16), where 

G cites the alterations of two alterable degrees 

deviances. The larger gain (G) specifies the finest 

fit in the method. 

 

𝐺 = 𝐺(𝑚,𝑝) = 𝐷(1, 1) −𝐷(𝑚,𝑝)        (16) 

 

Assessment of “Age and Occupation” 

The diabetic status of patients with the set of age 

and occupation were evaluated for coefficient 

ratios, standard errors, and probability values 

with the interval ratios. Moreover, the deviance 

power and log likelihood of the grouped aged 

model were covered by the used algorithm. The 

resulted values and ratios are described in Table 

1. 

 

In this model, about 2.6 subtracted from the 

status of occupation, which comes as (x3 - 8.76) 

and (x3  log x - 6.36), has been designated from 

the age in order to improve the scaling ratio of 

the coefficients of regression with odd ratios 

(OR), while x acts as age. The improved model for 

the assessment of “Age and Occupation” with 

status of diabetes is as equation (17), where D 

acts as diabetic status and x represents the 

grouped age. 

 

𝐷 =⁡−14.52 + 0.78𝑥3 +1.0𝑥3   (17) 

 

Assessment of “Occupation and Age” 

The diabetic status of patients with the set of 

patients’ occupation and age were evaluated for 

coefficient ratios, standard errors, and 

probability values with the interval ratios. The 

deviance and log likelihood of the grouped aged 

model has been covered by the algorithm. The 

resulted values and ratios are described in Table 

2. 

 

In this model, about 2.1 subtracted from the 

status of age, which comes as (x2 - 0.126) and (x3 

- 16.288),     has   been   designated    from    the 
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Table 2. The outcomes and consideration assessment of patients “Occupation and Age” by privileged diabetic status.  

 

Variables Odd ratios (OR) Error rate P- value 
95% Confident interval 

Lower bound Upper bound 

Occupation status 1 0.611 7.75 0.026 * 0.531 70.32 

Occupation status 2 0.983 0.004 0.432 0.967 1.00 

Grouped Age 1.101 0.276 0.63 0.613 1.876 

Constant 2.376 0.718 0.002 * 1.24 4.380 2 
2The results of LR by FP method and OR of the algorithm for group covariates of patients “Occupation and Age” with e prestige of diabetes. When 
the occupation should be static at the level of 5% in the connotation, the age with the coefficient of 0.611 will  be noteworthy with the probability 
value of 0.026. The algorithm for selective factors with significance has effect to be covered with the deviance for the stan dard model. This 
deviance value possesses the most divine powers of (-2, 3), while (-2) indicates the FP power, which is the best fit on our diabetes dataset. The 
algorithm covers the deviance of 111.36 for the extensive assortment of moral considerations with the effects for the standar d model. The 
deviance value (111.36) maintains the powers for the grouped age model, which is (-2, 3) and it accurately represents the power of covariates in 
the model at which the algorithm has been covered with the log likelihood ratio of -56.43 and 𝑥2  moral value of 8.62 with polynomial value of 
0.01. 

 

occupation in order to improve the scaling ratio 

of the coefficients of regression with OR, while x 

acts as status of occupation. The improved 

model for the assessment of “Occupation and 

Age” with status of diabetes is as equation (18), 

where D acts as diabetic status. 

 

𝐷 =⁡−15.99 + 0.61𝑥−2 +0.983𝑥3   (18) 

 

We used R programming tool kit [19] to present 

the direct correlation graphically based on the 

results achieved by STATA. Canonical correlation 

analysis was adopted between the three 

variables in this study and was shown in Figure 3. 

 

In the practical terms of medial solicitations, 

modern scholars used to compartmentalize the 

continuous covariates such as discussed in the 

related work section to erstwhile the molding 

analyses. From the statistical view, this 

eradicates the requirements of linearity 

postulations and allows individuals to clarify the 

results in simple and ingenious ways. Besides, 

classification can be resulted as the lack of 

powers and information to hold linearity rather 

than the inception association concerns. By the 

comprehensive analysis and comparison of the 

intellectual abilities of statistical methods to find 

out the direct correlation for continuous 

covariates on datasets, it shows that the FP is the 

best modeling technique to cope with the “linear 

and polynomial” effects with the maximum 

potential of properties and results. FP does not 

escalate the inaccuracy of type one. The 

standard deviation remains comfortably for the 

significant key factor which has been used to 

predict the correlation of infectious diseases in 

the different datasets of medical health 

diagnosis. According to the study conducted in 

Australia [20], the LR model was best fitted to 

the FP to figure out the covariates relations of 

variables to predict the risk analysis. In this 

study, we have selected the variables of diabetic 

patients to find the correlations in the patient’s 

age and occupation. We have determined the 

association of the model fitted for correlations in 

grouped polynomial covariates on the diabetes 

dataset. Although the tractability of the FP 

model produces profound effect in over fitting 

with outcomes, it reflects the medical 

philosophies and acquaintance, and is 

accentuated. To prevent the conflicting results, 

it is significant to achieve the adequate 

consistency of primary focus. In our consistent 

findings, two successful models of “Royston and 
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A 

 
B 

 
 

Figure 3. The correlation between the selected variable of diabetic patients “AGE, OCP, and TYPE”. The results using R toolkit indicates that there 

is a complex relationship between Diabetes Type and patients Age of approximately 0.6 , and a relationship between Diabetes Type and patients 

Occupation status of approximately 0.1. There is no direct relationship between the patients Age and Occupation. 

 

Altman” and “Royston and Sauerbrei” for the FP 

have sufficiently shown the desire results. 

 

In conclusion, statistical methods and specific 

models of this study disclosed the relationship 

among the variables according to the most 

encyclopedic knowledge. Principally, the 

objective of this study is to analyze the best-fit 

LR method and model with the possible help of 

FP fractional polynomials of grouped continuous 
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covariates. By comparing the tailored models 

and the approach in term of possible 

associations among the variables, FP shows the 

best-fit method comparing to that of the 

conventional polynomials as shown in the 

functional equations (17) and (18). In the 

analogous manners, the model in equation (18) 

has produced the most superior approach. The 

results proved that the explained equation in 

results obtained the less deviance of 111.36 and 

maximum log likelihood values of -56.43. After 

all, it showed the gain (G) 1.31 by converging at 

ϕ (-2, 3). 
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